
73

Efficiently Computing Join Orders with Heuristic Search
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Join order optimization is one of the most fundamental problems in processing queries on relational data.

It has been studied extensively for almost four decades now. Still, because of its NP hardness, no generally

efficient solution exists and the problem remains an important topic of research. The scope of algorithms to

compute join orders ranges from exhaustive enumeration, to combinatorics based on graph properties, to

greedy search, to genetic algorithms, to recently investigated machine learning. A few works exist that use

heuristic search to compute join orders. However, a theoretical argument why and how heuristic search is

applicable to join order optimization is lacking.

In this work, we investigate join order optimization via heuristic search. In particular, we provide a strong

theoretical framework, in which we reduce join order optimization to the shortest path problem. We then

thoroughly analyze the properties of this problem and the applicability of heuristic search. We devise crucial

optimizations to make heuristic search tractable. We implement join ordering via heuristic search in a real

DBMS and conduct an extensive empirical study. Our findings show that for star- and clique-shaped queries,

heuristic search finds optimal plans an order of magnitude faster than current state of the art. Our suboptimal

solutions further extend the cost/time Pareto frontier.
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1 INTRODUCTION
The Structured Query Language (SQL) is the dominant programming language to query and trans-

form relational data, that is usually stored in (relational) database management systems ((R)DBMS).

SQL is a declarative language: it only expresses what to compute without specifying how to com-

pute. This declarative style of expressing operations burdens a DBMS with determining a query

execution plan (or simply query plan) that defines how the computations required by a query are

done. A crucial part of determining a query plan is determining a join order, i.e. the order in which

individual relations are joined by the respective join predicates of the query. The join order has

a major impact on the performance of the query plan and hence it is of utmost importance to a

DBMS to compute a “good” join order – or at least to avoid “bad” join orders [1, 19]. This problem

is known as the join order optimization problem (JOOP) and it is generally NP hard [3, 16]. There

exists a comprehensive body of work on computing join orders. It can be divided into work on

computing optimal join orders [3, 6, 11, 12, 16, 22, 32], work on greedy computation of potentially
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suboptimal join orders [9, 24, 25, 37], work on adaptive re-optimization of join orders [17, 26, 28, 38],

and recent work based on machine learning [20, 21, 23].

Ono and Lohman [27] derive analytically the number of distinct plans w/o Cartesian products,

showing that the amount of plans is generally exponential in the number of relations. For queries

with many relations, the search space of plans quickly becomes too large to explore exhaustively.

DBMSs therefore define a threshold beyond which suboptimal but faster algorithms are used [25].

Interestingly though, optimal algorithms need not be exhaustive.

In the domain of AI planning, searching extremely large search spaces is a frequent task and

research in that area has brought forth algorithms to efficiently explore such search spaces. An

important class of such algorithms is best-first search (BFS). BFS enables efficiently finding optimal

or nearly optimal solutions without exhaustively exploring the entire search space. It has proven

itself useful in a wide range of applications [8, 30]. The question arises whether and how BFS can

be applied to JOOP.

1.1 Contributions
In this work, we present a new approach to join order optimization that is based on heuristic search,

an important subset of BFS. In particular, we make the following contributions.

(1) To the best of our knowledge, we present the first formal reduction of JOOP to shortest path.

We present formalizations for both bottom-up and top-down join ordering and investigate

their dualism. (Section 2)

(2) We define heuristic search, perform a theoretical analysis of heuristic search applied to our

shortest path problem, and elaborate the general search procedure. (Section 3)

(3) We present an efficient search space representation for both bottom-up and top-down search.

Additionally, we devise two crucial optimizations, one of which is highly particular to the

search space of JOOP. (Section 4)

(4) We identify and circumvent a potential pitfall when incorporating a DBMS cost model into

heuristic search, that severely limits the efficiency of the search. (Section 5)

(5) We experimentally evaluate our approach and compare it to state-of-the-art algorithms.

(Section 7)

(6) We propose a new benchmark that systematically explores the Query Graph Exploration

Landscape (QGraEL) along the three query graph dimensions number of relations, graph

density, and edge distribution. (Section 7.3)

The paper is organized in the order of contributions. We discuss related work in Section 6.

2 JOIN ORDER OPTIMIZATION AS A SHORTEST PATH PROBLEM
In this section, we formalize join order optimization as a shortest path problem. We begin with a

brief excursion to shortest path and graph search.We then reduce bottom-up join order optimization

to shortest path. We investigate the dualism of bottom-up and top-down join order optimization

when expressed as a shortest path problem. Lastly, we analyze the time complexity of solving JOOP

via shortest path.

2.1 The Shortest Path Problem
We formally define the shortest path problem on directed graphs as follows. Let 𝐺 ≔ (𝑉 , 𝐸)
be a graph with vertices 𝑉 and directed, weighted edges 𝐸 ⊆ {(𝑢, 𝑣,𝑤) | 𝑢, 𝑣 ∈ 𝑉 ,𝑤 ∈ R+}. For
an edge 𝑒 = (𝑢, 𝑣,𝑤), we call 𝑢 the tail, 𝑣 the head, and 𝑤 the weight of 𝑒 . A path 𝑃 =

𝑒1 . . . 𝑒𝑘 ∈ 𝐸𝑘 is a sequence of edges with ∀ 𝑖 ∈ {1, . . . , 𝑘 − 1}. head(𝑒𝑖 ) = tail(𝑒𝑖+1). We say that

𝑃 starts in tail(𝑒1), ends in head(𝑒𝑘 ), and has length |𝑃 | = 𝑘 . The weight of a path is defined as
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(a) Example query graph of four

relations and four joins.
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induced subgraph, e.g. 𝑛0 is
{
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}
.

Fig. 1. Join ordering reduced to a shortest path problem.

weight(𝑃) ≔ ∑ |𝑃 |
𝑖=1

weight(𝑒𝑖 ). Let 𝑛0, 𝑛∗ ∈ 𝑉 be the start and goal of a search problem, respectively,

and further let P(𝑛0, 𝑛∗) ≔ {𝑃 | 𝑃 starts in 𝑛0 ∧ 𝑃 ends in 𝑛∗} be the set of all paths from 𝑛0 to 𝑛∗.
We then define the shortest path as

arg min
𝑃∈P(𝑛0,𝑛∗ )

weight(𝑃) (Def. 1)

A shortest path algorithm computes a solution for the shortest path problem, that is a shortest path

algorithm computes for some 𝐺 ≔ (𝑉 , 𝐸) and 𝑛0, 𝑛∗ ∈ 𝑉 a path 𝑃 according to Def. 1.

2.2 Reducing JOOP to Shortest Path
Wewill now formulate join ordering as a shortest path problem. To do so, we need to formalize JOOP

and then reduce it to shortest path. Note, that this requires a reduction fromNP-hard JOOP to PTIME

shortest path where the size of the search space for shortest path is exponential in the size of the

query graph 𝐺Q (in the worst case). We use Figure 1 as a running example throughout this section.

For some query Q, let 𝐺Q ≔ (𝑅, 𝐽 ) be the query graph of Q, with relations 𝑅 as vertices and joins

𝐽 ⊆
(
𝑅
2

)
1
as edges. For Figure 1a, we have 𝑅 = {𝐴, 𝐵,𝐶, 𝐷} and 𝐽 =

{
{𝐴, 𝐵}, {𝐵,𝐶}, {𝐵, 𝐷}, {𝐶, 𝐷}

}
.

The goal of join order optimization is to order the joins in 𝐽 such that the induced plan for Q has

minimal cost. In this work, we restrict ourselves to binary, inner joins. We call a subset 𝑆 ⊆ 𝑅 a

subproblem of Q, e.g. {𝐴, 𝐵, 𝐷} is one subproblem of Q. We say that a join 𝑗 = {𝑟1, 𝑟2} ∈ 𝐽 joins

two disjoint subproblems 𝑆1, 𝑆2 if 𝑟1 ∈ 𝑆1 ∧ 𝑟2 ∈ 𝑆2. For example, join 𝑗𝐵𝐷 = {𝐵, 𝐷} ∈ 𝐽 joins

subproblems {𝐴, 𝐵} and {𝐷}, written 𝑗𝐵𝐷 ({𝐴, 𝐵}, {𝐷}). Every join 𝑗 ∈ 𝐽 can hence be treated as a

partial function 2
𝑅 × 2𝑅 ⇀ 2

𝑅
:

𝑗 : (𝑆1, 𝑆2) ↦→ 𝑆1 ⊎ 𝑆2 if 𝑗 = {𝑟1, 𝑟2} ∧ 𝑟1 ∈ 𝑆1 ∧ 𝑟2 ∈ 𝑆2
The precondition of 𝑗 ensures that 𝑗 is only applicable to two disjoint subproblems that are joinable

by 𝑗 . For example, 𝑗𝐵𝐷 ({𝐴, 𝐵}, {𝐷}) = {𝐴, 𝐵, 𝐷} while 𝑗𝐵𝐷 ({𝐴, 𝐵}, {𝐶}) is undefined. Note, that

this definition of 𝑗 requires specifying the two subproblems 𝑆1, 𝑆2 to join. However, we want to

represent a query plan as a sequence of joins, i.e. without explicitly specifying for each join what

subproblems are joined. We can leverage a join 𝑗 ’s precondition to formulate a hoisted definition 𝑗∗

1
The notation

(𝑆
𝑘

)
, read “from set 𝑆 choose 𝑘”, denotes all subsets of 𝑆 of size 𝑘 , i.e. {𝑠 ⊆ 𝑆 | |𝑠 | = 𝑘 }. Observe, that��� (𝑆𝑘 ) ��� = ( |𝑆 |

𝑘

)
.
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that operates on sets of subproblems. In particular, 𝑗∗ automatically selects from a set of pairwise

disjoint subproblems 𝑆1, . . . , 𝑆𝑛 the two subproblems 𝑆𝑖 , 𝑆𝑘 for which 𝑗 (𝑆𝑖 , 𝑆𝑘 ) is defined:

𝑗∗ : {𝑆1, . . . , 𝑆𝑛} ↦→
(
{𝑆1, . . . , 𝑆𝑛} \ {𝑆𝑖 , 𝑆𝑘 }

)
∪ { 𝑗 (𝑆𝑖 , 𝑆𝑘 )}

where 𝑗 = {𝑟𝑖 , 𝑟𝑘 }, 𝑟𝑖 ∈ 𝑆𝑖 , and 𝑟𝑘 ∈ 𝑆𝑘 . For example, 𝑗∗
𝐵𝐷

({
{𝐴, 𝐵}, {𝐶}, {𝐷}

})
=

{
{𝐶}

}
∪{

𝑗𝐵𝐷 ({𝐴, 𝐵}, {𝐷})
}
. With the hoisted definition of joins, we can define a plan as a sequence

of joins. Let 𝑝 = 𝑗1 . . . 𝑗𝑛 be a plan. Then 𝑝 (S) ≔ 𝑗∗𝑛 ◦ · · · ◦ 𝑗∗1 (S) denotes the sequential application
of joins to some set of subproblems S. Any plan 𝑝 joining all relations 𝑅 of query Q, formally

𝑝

( (
𝑅
1

) )
= {𝑅}, is a feasible plan for Q. Consider, for example, the plan 𝑝 = 𝑗𝐵𝐷 𝑗𝐴𝐵 𝑗𝐶𝐷 . We have

𝑝
( (𝑅
1

) )
= 𝑗∗𝐶𝐷 ◦ 𝑗∗𝐴𝐵 ◦ 𝑗∗𝐵𝐷

({
{𝐴}, {𝐵}, {𝐶}, {𝐷}

})
= 𝑗∗𝐶𝐷 ◦ 𝑗∗𝐴𝐵

({
{𝐴}, {𝐵, 𝐷}, {𝐶}

})
= 𝑗∗𝐶𝐷

({
{𝐴, 𝐵, 𝐷}, {𝐶}

})
=
{
{𝐴, 𝐵,𝐶, 𝐷}

}
= {𝑅}

Note, that 𝑗𝐵𝐶 does not occur in the plan as it is subsumed by applying both 𝑗𝐵𝐷 and 𝑗𝐶𝐷 . The goal

of join order optimization is hence to compute a feasible plan 𝑝 of minimal cost.

We now reduce JOOP to shortest path. The idea of our reduction is that every application of a

join 𝑗 to two subproblems 𝑆1, 𝑆2 forms an edge in the search space for shortest path. The weight of

this edge is the cost of performing this join. Search starts in the initial vertex 𝑛0 =
(
𝑅
1

)
. The search

space consists of all vertices reachable from 𝑛0 through successive application of the joins in 𝐽 .

Figure 1b shows the search space for the query graph in Figure 1a. The search space is a directed

graph, with edges directed away from 𝑛0 (read bottom to top). The vertices of the search space are

sets of subproblems yet to be joined together. Each subproblem of a vertex is drawn as a connected
subgraph (csg) with solid edges; dashed edges represent joins not yet applied. Every path from the

start 𝑛0 =
(
𝑅
1

)
to the goal 𝑛∗ = {𝑅} is a sequence of joins joining all relations in 𝑅 and therefore a

feasible plan according to our definition. Further, the weight of such a path equals the cost of the

corresponding plan. We call the search space constructed by this reduction of JOOP to shortest

path SPJOOP. We can now solve JOOP by computing a shortest path according to Def. 1 in SPJOOP.

So far, we did not explain how weights are computed. It is fair to assume that a DBMS can

provide a cost model to predict the cost of joining two subproblems 𝐶 : 2
𝑅 × 2𝑅 × 𝐽 → R+. With

cost model 𝐶 , we can define the weight of an edge as

weight
(
(𝑢, 𝑣)

)
≔ min

{
𝐶 (𝑆1, 𝑆2, 𝑗)

���� 𝑗 ∈ 𝐽 ∧ 𝑆1, 𝑆2 ∈ 𝑢 ∧
𝑣 = (𝑢 \ {𝑆1, 𝑆2}) ∪ { 𝑗 (𝑆1, 𝑆2)}

}
A join subsumed by other joins can be evaluated in two ways: either by a join algorithm that

supports a conjunction of multiple predicates or by a selection succeeding the subsuming joins.

Either way, we expect 𝐶 to compute the costs accordingly.

2.3 The Dualism of Bottom-Up and Top-Down Join Order Optimization
The reduction in Section 2.2 is for bottom-up join ordering: initially all relations are disjoint in 𝑛0
and then joins are applied to join subproblems until all relations are joined together in 𝑛∗. In
top-down join ordering, we start with all relations already joined together and “undo” joins until
all relations are pairwise disjoint. Undoing joins means partitioning a subproblem 𝑆 into smaller

subproblems 𝑆1, 𝑆2 with ∃ 𝑗 ∈ 𝐽 . 𝑗 (𝑆1, 𝑆2) = 𝑆 . Observe in Figure 1b that top-down join ordering

corresponds to a search starting in 𝑛∗ with goal 𝑛0 and edges directed towards 𝑛0. The search space

of top-down join ordering is dual to that of bottom-up join ordering. Hence, top-down join ordering

is the dual problem of bottom-up join ordering.
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2.4 Complexity of SPJOOP

Join order optimization is well-known to be NP hard [3, 16]. This means that solving JOOP requires

time exponential in the size of the query graph 𝐺Q . Since our reduction of JOOP to shortest path

preserves optimality, solving JOOP by computing a shortest path in SPJOOP, that is constructed

by our exponential-time reduction in Section 2.2, must have worst-case time exponential in the

size of the query graph. To prove that this is indeed the case, we give the following constructive

argument.

Ono and Lohman [27] show that queries whose query graph𝐺Q = (𝑅, 𝐽 ) is a clique have Θ(3 |𝑅 | )
many connected complement pairs (ccp), where a ccp is a pair of subproblems (𝑆1, 𝑆2) s.t. ∃ 𝑗 ∈
𝐽 . 𝑗 (𝑆1, 𝑆2) and 𝑆1, 𝑆2 induce csgs in 𝐺Q . We show that for each ccp in 𝐺Q there exists at least
one vertex in SPJOOP : For every ccp (𝑆1, 𝑆2) in 𝐺Q there exists at least one set of subproblems S,
s.t. S contains the ccp. Exactly one such S contains the ccp and otherwise only base relations,

i.e. S =
{
𝑆1, 𝑆2

}
∪
(
𝑅\(𝑆1∪𝑆2 )

1

)
. This S is a vertex in SPJOOP . Hence, SPJOOP has |𝑉 | ∈ Ω(3 |𝑅 | ) many

vertices. Because every vertex in SPJOOP (except the goal) has at least one outgoing edge, there are

|𝐸 | ∈ Ω(3 |𝑅 | ) many edges.

For computing a shortest path, we can choose from a broad set of shortest path algorithms.

Because we are only interested in shortest paths from 𝑛0 to 𝑛∗, our problem is the special case

single-pair shortest path, with pair (𝑛0, 𝑛∗). Schrijver [31] gives an extensive survey of shortest

path algorithms. In the class of uninformed (or blind) search, algorithms only have information of

the start 𝑛0 and the search space (cf. Figure 1b). This effectively means that the knowledge of 𝑛∗ is
of no use to uninformed search. Of this class of algorithms, even the asymptotically best have a

worst-case time complexity that is at least linear in the size of the search space, i.e. Ω( |𝑉 |) or Ω( |𝐸 |).
Since both |𝑉 | and |𝐸 | of SPJOOP are exponential in the size of the query graph 𝐺Q (in the worst

case), computing a shortest path in SPJOOP requires time exponential in the size of 𝐺Q (in the worst

case). However, the mentioning of uninformed search suggests that there must be informed search.

Informed search, or heuristic search, has additional knowledge beyond the problem description,

that allows for a goal-oriented search. We discuss this in the following Section 3.

3 JOOP AS A HEURISTIC SEARCH PROBLEM
After reducing JOOP to SPJOOP in Section 2, we explore how to solve SPJOOP with heuristic search.

We therefore extend search by a heuristic function. The heuristic function (or just heuristic) estimates

for a given vertex in the search space the weight of a shortest path from that vertex to a goal. The

heuristic enables the search to focus on vertices that it deems to lead to shorter paths. We can apply

heuristic search to our shortest path problem if we can define a heuristic for our search space. We

discuss important properties of heuristic functions in Section 3.1 and their impact on heuristic

search in Section 3.2. We motivate that heuristic search enables us to gradually sacrifice optimality,

in terms of plan cost, for efficiency. In Section 3.3, we then describe conceptually how we apply

heuristic search to SPJOOP with a potentially exponentially large search space. We present proof

sketches for completeness, soundness, and optimality in Section 3.4 and study different performance

criteria of heuristic search in Section 3.5. We discuss how to find a heuristic for SPJOOP in Section 5.

3.1 Properties of Heuristic Functions
A heuristic function ℎ estimates for some vertex 𝑣 the weight of a shortest path from 𝑣 to a goal.

The optimal heuristic ℎ∗ returns for each vertex 𝑣 exactly the weight of a shortest path from 𝑣 to a

goal. A heuristic ℎ is goal-aware if the heuristic value of any goal is 0, formally 𝑣 is goal⇒ ℎ(𝑣) = 0.

In SPJOOP, checking whether a vertex is a goal is simple and we therefore assume all heuristics to be

goal-aware. A heuristic underestimates if there exists a vertex for which the heuristic underestimates

the weight of a shortest path to goal, i.e. ∃ 𝑣 ∈ 𝑉 . ℎ(𝑣) < ℎ∗ (𝑣). Likewise, a heuristic overestimates
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if ∃ 𝑣 ∈ 𝑉 . ℎ(𝑣) > ℎ∗ (𝑣). A heuristic that never overestimates is called admissible. Admissibility

becomes important when we discuss optimality of heuristic search. A heuristic ℎ is called consistent
if the heuristic never overestimates the weight of a single edge, i.e. ∀ (𝑢, 𝑣,𝑤) ∈ 𝐸. ℎ(𝑢) ≤ ℎ(𝑣) +𝑤 .

Every consistent and goal-aware heuristic is also admissible and ℎ∗ is consistent.

3.2 Properties of Heuristic Search
To exploit a heuristic we need to perform heuristic search. In particular, we will focus on Dijkstra’s

algorithm [7] and famous 𝐴∗ [15]. There are two interesting properties of 𝐴∗, that we will mention

here, as they will guide us when we design and evaluate heuristics.

Optimality. Algorithm 𝐴∗ is optimal, that is it computes the shortest path from start to goal, if the

heuristic ℎ is admissible [15].

Time Complexity. Dechter and Pearl [5] have shown that if the heuristic ℎ is consistent, algo-

rithm 𝐴∗ is optimally efficient, i.e., there exists no BFS algorithm that finds a shortest path with

traversing fewer vertices of the search space.

According to these two properties, if we are able to devise an admissible heuristic for SPJOOP, we

are guaranteed that 𝐴∗ will find a shortest path, which corresponds to an optimal plan of JOOP.

Further, if we are able to devise a consistent heuristic for SPJOOP that is efficiently computable, i.e.

in PTIME, we know that we can efficiently solve SPJOOP (even if not in PTIME). A naïve attempt

would be to devise an optimal heuristic for SPJOOP. However, an optimal heuristic for SPJOOP cannot

be computed in PTIME:

Theorem 1. Unless P =NP, any optimal heuristic for SPJOOP is not in PTIME, formally:

∀ℎ.
(
∀ 𝑣 . ℎ(𝑣) = ℎ∗ (𝑣)

)
⇒ ℎ ∉ PTIME.

Wewill prove Theorem 1 by contradiction, showing that if an optimal heuristicℎwere computable

in PTIME, we could solve JOOP in PTIME, contradicting the fact that JOOP is NP hard [3, 16].

Our proof relies on the conjecture P ≠ NP and on bounding the complexity of shortest path. With

a depth 𝑑 , where 𝑑 is the minimal length of any path from 𝑛0 to 𝑛∗, and a maximum branching

factor 𝑏, the complexity of shortest path is in O(𝑏𝑑 ) [29]. In SPJOOP, 𝑏 is bounded by the number of

joins |𝐽 | and 𝑑 is exactly |𝑅 | − 1. Hence, we can bound the time complexity by O(|𝐽 | |𝑅 |−1). So far,

this bound is not really helpful. However, for optimal ℎ, 𝑏 becomes 1. We prove this by contradiction

(compare [8, Theorem 2.9 on p. 72]):

Lemma 1. Assume an edge (𝑢, 𝑣,𝑤) ∈ 𝐸 and further ∀ (𝑢, 𝑣 ′,𝑤 ′) ∈ 𝐸. ℎ∗ (𝑣) +𝑤 ≤ ℎ∗ (𝑣 ′) +𝑤 ′.
Then 𝑣 lies on a shortest path from 𝑢 to a goal.

Proof of Lemma 1 by contradiction. Assume 𝑣 does not lie on a shortest path from 𝑢 to goal.

Then ∃ (𝑢, 𝑣 ′,𝑤 ′) ∈ 𝐸 with 𝑣 ≠ 𝑣 ′ and 𝑣 ′ lies on a shortest path from 𝑢 to goal. By optimality of

ℎ∗, it holds ℎ∗ (𝑢) = ℎ∗ (𝑣 ′) +𝑤 ′. Because 𝑣 does not lie on a shortest path from 𝑢 to goal, it holds

ℎ∗ (𝑢) < ℎ∗ (𝑣) +𝑤 . Hence, ℎ∗ (𝑣 ′) +𝑤 ′ < ℎ∗ (𝑣) +𝑤 . E □

By Lemma 1, if ℎ is optimal, it is sufficient for a search algorithm to pursue only a single edge

minimizing ℎ(𝑣) +𝑤 . This means, with an optimal heuristic the branching factor 𝑏 becomes 1 and

our time complexity bound collapses to O(1 |𝑅 |−1) = O(1). However, our bound does not account

for the evaluation of ℎ.

Proof of Theorem 1 by contradiction. With 𝑑 = |𝑅 | − 1 and 𝑏 ≤ |𝐽 |, ℎ is evaluated at most(
|𝑅 | − 1

)
· |𝐽 | times. This term is polynomial in the size of the query graph𝐺Q = (𝑅, 𝐽 ). Assume for

the sake of contradiction that we have an optimal heuristic ℎ ∈ PTIME. We would then be able to
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Algorithm 1 BFS with on-demand search space computation.

1: function BFS(𝑛0 : start vertex)

2: L ← [𝑛0 ] ⊲initialize open list
3: while L not empty do
4: 𝑢,𝑔𝑢 ← extract-best(L) ⊲extract next best vertex with its cost
5: if 𝑢 is goal then
6: return Success ⊲found path from 𝑛0 to 𝑛∗
7: end if
8: for each (𝑢, 𝑣, 𝑤 ) ∈ 𝐸 in expand(𝑢) do ⊲expand 𝑢
9: add(L, 𝑣, 𝑔𝑢 + 𝑤) ⊲add successors of 𝑢 to L
10: end for
11: end while
12: return Failure ⊲no path from 𝑛0 to 𝑛∗ was found
13: end function

compute a shortest path in SPJOOP in PTIME. Since a shortest path in SPJOOP is an optimal plan for

JOOP, we would be able to solve JOOP in PTIME. E □

We now know that an optimal heuristic cannot be computed efficiently, i.e. in PTIME. However, if

we were able to approximate ℎ∗ by some heuristic ℎ ∈ PTIME and ℎ were consistent, then we could

compute an optimal solution optimally efficiently with 𝐴∗. Interestingly, for practical purposes, the
heuristic need not be consistent to achieve an effective branching factor close to 1.

3.3 Searching an Exponentially Large Space
In Section 2.4 we learned that the number of vertices |𝑉 | and the number of edges |𝐸 | of SPJOOP are
exponential in the size of the query graph 𝐺Q . Hence, finding a shortest path in SPJOOP requires

time exponential in the size of𝐺Q . Constructing the entire search space a priori to the actual search

would render our approach inefficient if not infeasible. Therefore, in our algorithm we will explore

the search space on demand only.

We describe conceptually how the search space is computed successively and on demand by

BFS and provide pseudo-code in Algorithm 1. We assume that BFS uses a container of vertices,

usually called open list; some BFS algorithms implement this open list as a priority queue (e.g. 𝐴∗),
some implement it as a single vertex (e.g. hill climbing). In each iteration of BFS, the best vertex
is extracted from the open list to be expanded next (line 4). The definition of best depends on the

search algorithm and is usually based on some combination of the weight 𝑔 of the path by which

the vertex was reached from the start 𝑛0 and the heuristic value ℎ of the vertex. For example, 𝐴∗

defines best as the vertex minimizing 𝑔 + ℎ. When a vertex is expanded, some or all successors (but

at least one) of this vertex are computed and added to the open list (line 9). BFS proceeds until one

of two termination criteria is met: (1) When a goal is extracted from the open list (line 5), BFS has

found a path from start to this goal and the search terminates successfully. (2) When the open list

runs empty, no path from start to a goal was found and BFS terminates unsuccessfully (line 12).

Depending on the BFS algorithm, we may in the worst case explore the entire search space before

reaching a goal. For 𝐴∗, this may happen when all joins have nearly the same cost, making edge

weights nearly uniform and degrading 𝐴∗ to breadth-first search. We believe, that situations in

which (almost) the entire search space is explored are highly unlikely in the real world. We provide

Table 1 in Section 3.5, which supports our claim with empirical data.

Figure 2 shows an example run of 𝐴∗ on the search space in Figure 1b. The algorithm starts in

vertex 𝑛0 = 1 . We annotate each vertex with the weight 𝑔 of the path from start 1 . Additionally,

we annotate vertices with their heuristic value ℎ. For example, start 1 has 𝑔 = 0, ℎ = 50. Vertex 1

represents the four subproblems {𝐴}, {𝐵}, {𝐶}, and {𝐷}. We expand 1 by applying any one of the

four possible joins in 𝐽 , thereby generating four successors. For each such successor we compute

the weight 𝑔 of the path from the start to that successor as well as the heuristic ℎ. We label each

edge with its weight, as resulting from expansion. For the expansion of 1 , edges are labeled 20,
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Fig. 2. Search tree for bottom-up 𝐴∗. Vertices are labeled 1 with their order of expansion. Dashed edges

mark vertices generated by expansion and are labeled with the weight of the edge. Solid edges

additionally were pursued by the search. Two vertices are never generated and the goal is generated twice,

first with 𝑔 = 60 by 3 and then with 𝑔 = 55 by 4 . The final plan is 𝐴1 (𝐵1 (𝐶 1𝐷)).

70, 120, and 10. The vertex of minimal 𝑔 + ℎ that was not yet expanded is expanded next. Here, 2

with 𝑔 + ℎ = 10 + 40 = 50 is expanded. 2 represents the three subproblems {𝐴}, {𝐵}, and {𝐶, 𝐷}.
From 2 , we can either join {𝐴} with {𝐵} or {𝐵} with {𝐶, 𝐷}. Hence, the two successors 3 & 4

are generated by expansion of 2 . We again compute 𝑔 and ℎ of these successors. Next, 3 with

𝑔 + ℎ = 50 is expanded into goal 5 with 𝑔 = 60, ℎ = 0. Notice, that at this point, the algorithm does

not terminate yet, as we only added a goal 5 (line 9 in Algorithm 1). The next vertex to expand is 4

and expansion yields 5 , again. However, this time 5 is reached by a path with weight 𝑔 = 55. The

next vertex to expand is 5 with 𝑔 + ℎ = 55 + 0. Since 5 is a goal, the search terminates successfully

with a shortest path of weight 55.

3.4 Completeness, Soundness, Optimality
In this section, we show that the successive computation of the search space during BFS does not

harm completeness, soundness, and optimality. We therefore sketch the proofs for these properties,

assuming a BFS algorithm that is complete, sound, and optimal. However, before we do so, let us

highlight three properties of the search space, that will help us with the proofs. (1) The search

space is acyclic: there is no non-empty path that starts and ends in the same vertex. (2) The search

space has no dead-ends: every vertex except the goal has at least one successor. (3) The goal 𝑛∗ has
depth |𝑅 | − 1: every path from 𝑛0 to 𝑛∗ has exactly length |𝑅 | − 1. These properties follow directly

from the construction of the search space in Section 2.2.

Completeness. As the search space has no dead-ends, expand yields for each non-goal vertex

at least one successor. Because the search space is acyclic, each expand reduces the distance (in

edges) to 𝑛∗ by one. Therefore and because the goal has finite depth, BFS will find a path from 𝑛0
to 𝑛∗, if one exists.
Soundness. Soundness of our heuristic search follows from soundness of the reduction in Sec-

tion 2.2, soundness of the BFS algorithm, and soundness of expand. The latter is sound if it yields

for a given vertex 𝑢 only successors 𝑣 w.r.t. 𝐸, i.e. ∃ (𝑢, 𝑣,𝑤) ∈ 𝐸.
Optimality. In Section 2.2 we have shown that an optimal solution of the problem reduced to

shortest path corresponds to an optimal solution of JOOP. Assuming optimality of BFS, what remains

to show is that expand preserves optimality. This is the case if for every vertex 𝑢, expand(𝑢) yields
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Table 1. Comparison of DPCCP to search with Dijkstra and 𝐴∗↓ + ℎsum by #ccps enumerated to compute an

optimal plan.

chain cycle star clique

5 10 15 5 10 15 5 10 15 5 10 15

DPCCP 20 165 560 36 321 1106 32 2304 114 688 90 28 501 7 141 686

Dijkstra ↑ 10 438 2702 13 130 2875 18 218 404 22 2884 26 992

Dijkstra ↓ 20 202 2629 44 650 6288 24 1026 61 739 91 191 313 >30 000 000

𝐴∗↓ + ℎsum 10 53 522 16 118 557 10 265 12 568 29 20 969 7 050 206

at least one vertex 𝑣 s.t. 𝑣 lies on a shortest path from 𝑢 to goal. If expand yields all successors, this

is trivially the case.

We now have a profound understanding of heuristic search and its applicability to our shortest

path problem. Before we dive into the algorithmic challenges in Section 4, we present different

performance criteria for evaluating heuristic search.

3.5 Performance Criteria
There are different measures to assess the performance of heuristic search. Of course, we look at

running times in our evaluation in Section 7. If we allow for suboptimal solutions, an additional

measure is how far off a computed solution is from an optimal solution (i.e. a shortest path). Another

measure, that we already learned about in Section 3.2, is the effective branching factor 𝑏∗, which
allows us to evaluate how informative a heuristic is to the search. However, 𝑏∗ cannot be measured

directly but is derived from the depth of the goal (which is |𝑅 | − 1) and another important measure

for heuristic search: the number of generated vertices [29]. Because the depth of the goal is fixed,

the only remaining variable for computing 𝑏∗ is the number of generated vertices. Therefore, this

number alone already allows us to compare different heuristics by how informative they are to the

search. It also allows us to compare different search algorithms by how goal-oriented they explore

the search space. We can even compare our approach to classical dynamic programming (DP):

the number of vertices generated corresponds to the number of ccps joined and can directly be

compared to the number of ccps enumerated by DP.

With this knowledge, we conduct our first experiment. We compare classical DP implemented

by DPCCP [22] to blind and heuristic search. As blind search we perform Dijkstra’s algorithm

in both directions: bottom-up, labeled Dijkstra↑, and top-down, labeled Dijkstra↓. As heuristic

search we perform 𝐴∗↓ (top-down) with admissible heuristic ℎsum (cf. Section 5). We compare the

three algorithms by the number of ccps joined in Table 1. Because heuristic ℎsum is admissible, 𝐴∗↓
computes an optimal plan, like DPCCP and Dijkstra’s algorithm. The best result in each column is

underlined. Before we draw conclusions from our experiment, we want to emphasize that DPCCP

enumerates all ccps exactly once without duplicates [22]. The proportion of unique ccps to the

number of relations |𝑅 | is polynomial for chain and cycle topologies and exponential for star and

clique topologies [22, 27]. From the results in Table 1, we can make two key observations: (1) On star

and clique topologies, Dijkstra↑ enumerates significantly less ccps than DPCCP. On chain and cycle

topologies, 𝐴∗↓ + ℎsum enumerates significantly less ccps than DPCCP. We conclude that heuristic

search is able to find an optimal plan without enumerating all ccps; sometimes only a fraction of

all ccps is required. (2) When we compare our two top-down searches, Dijkstra↓ and 𝐴∗↓ + ℎsum, we

observe how much of an impact the heuristic has on the search: the heuristic sometimes reduces

the number of ccps enumerated by more than one order of magnitude.

According to Observation 1, search and particularly heuristic search finds a provably optimal

plan without the need to enumerate all ccps. In contrast, traditional algorithms for computing an

optimal solution enumerate all ccps (with or without duplicates) [11, 12, 22, 32, 35, 36]. Whether it
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is possible to compute an optimal plan via search in less time depends on whether search can be

implemented efficiently. We describe the algorithmic challenges we face in the following Section 4.

Observation 2 exemplifies the impact the heuristic has on the search’s performance. Therefore,

in Section 5, we explore and evaluate different heuristics.

4 ALGORITHMIC CHALLENGES
To be able to efficiently search for a shortest path from 𝑛0 to 𝑛∗, we must be able to efficiently

explore the search space. In Section 3.3, we argue that we must not compute the entire search space

a priori to the search but instead compute the explored regions successively. Exploring the search

space is done by successively expanding vertices to their successors, as exemplified in Figure 2.

In Section 4.1, we present a vertex representation that enables efficient generation of successors

via expand and efficient evaluation of a heuristic function ℎ. Consequently, in Section 4.2 we

show how to efficiently compute successor vertices for this representation in bottom-up and top-

down search. As the search’s performance also heavily depends on the implementation of the

open list, we present in Section 4.3 an implementation that supports fast insertion of generated

successors, fast extraction of the next best vertex, and efficient handling of duplicates. As we shall

see in Section 4.4, some duplicates are actually desired while others are undesired. We develop an

algorithm to suppress the generation of undesired duplicates already when expanding a vertex,

thereby preventing attempts to insert undesired duplicates into the open list.

4.1 Vertex Representation
The vertices of our search space are sets of subproblems, i.e. sets of sets of relations. We can

incrementally assign to each relation in the query graph a unique index, starting at 1. For the

query graph in Figure 1a, we could assign indices 𝐴 ↦→ 1, 𝐵 ↦→ 2, 𝐶 ↦→ 3, 𝐷 ↦→ 4. Each subproblem

can then be represented as a bit vector 𝑏1 . . . 𝑏 |𝑅 | with bit 𝑏𝑖 set if relation with index 𝑖 is within

the subproblem. For example, the subproblem {𝐶, 𝐷} is represented by the bit vector 0011. A

vertex is then represented as a sequence of bit vectors V , with one bit vector per subproblem.

Additionally, the bit vectors are kept sorted lexicographically to allow for hashing and efficient

equality testing. For example, the vertex with label 2 in Figure 2,

{
{𝐴},{𝐵},{𝐶,𝐷 }

}
, is represented

byV = [1000, 0100, 0011]. To efficiently store and operate on bit sets, we employ the same case

distinction as Neumann and Radke [25], using a 64 bit integer for queries with up to 64 relations, a

128 bit integer for up to 128 relations, a dynamic array of 64 bit vectors for up to 1024 relations, and

a dynamic array of sorted relations for more than 1024 relations.

4.2 Vertex Expansion
Given a vertex 𝑢, expand(𝑢) must compute all outgoing edges of that vertex. The term “outgoing”

is now relative to the direction of join ordering: outgoing edges in bottom-up join ordering are

incoming edges in top-down join ordering and vice versa, cf. Figure 1b. Given the representation

V𝑢 of a vertex 𝑢 in the search space, the task is to compute all edges (𝑢, 𝑣,𝑤) ∈ 𝐸, i.e. the outgoing
edges of 𝑢. We now make a case distinction about the search direction.

Bottom-Up Search. In bottom-up search, there exists an edge (𝑢, 𝑣,𝑤) ∈ 𝐸 if there is a join 𝑗 ∈ 𝐽

s.t. 𝑗∗ (𝑢) = 𝑣 . Expanding the definition of hoisted joins from Section 2.2, we get

𝑗∗ (𝑢) = 𝑣 ⇔ ∃ 𝑆1 ≠ 𝑆2 ∈ 𝑢. 𝑣 =
(
𝑢 \ {𝑆1, 𝑆2}

)
∪
{
𝑗 (𝑆1, 𝑆2)

}
From this definition we can derive Algorithm 2 to compute all outgoing edges of 𝑢: we simply need

to test for all pairs of subproblems (𝑆1, 𝑆2) whether there exists a join 𝑗 ∈ 𝐽 s.t. 𝑗 (𝑆1, 𝑆2).
Time Complexity. Algorithm 2 iterates over all pairs of subproblems (skipping symmetric pairs)

and over all joins. Note that there can be at most |𝑅 | many subproblems inV𝑢 . In the innermost
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Algorithm 2 Bottom-up vertex expansion.

function expandBottomUp(V𝑢 : representation of vertex 𝑢)
for 𝑖 = 1 to |V𝑢 | − 1 do

for 𝑘 = 𝑖 + 1 to |V𝑢 | do
𝑏𝑖 ← V𝑢 [𝑖 ] ⊲representation of subproblem 𝑆1

𝑏𝑘 ← V𝑢 [𝑘 ] ⊲representation of subproblem 𝑆2

for each 𝑗 ∈ 𝐽 joining 𝑏𝑖 and 𝑏𝑘 do
𝑙 ← V𝑢 [1 : 𝑖 − 1] ◦ V𝑢 [𝑖 + 1 : 𝑘 − 1] ⊲slice V𝑢 to replace 𝑏𝑖 . . .
𝑟 ← V𝑢 [𝑘 + 1 : |V𝑢 | ] ⊲. . . and 𝑏𝑘 by (𝑏𝑖 | 𝑏𝑘 ) . . .
V𝑣 ← 𝑙 ◦

(
𝑏𝑖 | 𝑏𝑘

)
◦ 𝑟 ⊲. . . and maintain lexicographical order

yield V𝑣 by 𝑗 (𝑆1 = 𝑏𝑖 , 𝑆2 = 𝑏𝑘 ) ⊲emit how to generate successor
end for

end for
end for

end function

Algorithm 3 Top-down vertex expansion.

function expandTopDown(V𝑢 : representation of vertex 𝑢)
for 𝑖 = 1 to |V𝑢 | do ⊲partition each subproblem of V𝑢

for each ccp

(
𝑏1, 𝑏2

)
in PARTITIONMinCutAGaT(V𝑢 [𝑖 ]) do ⊲[12, Fig. 6]

V𝑣 ← V𝑢 [1 : 𝑖 − 1] ◦ V𝑢 [𝑖 + 1 : |V𝑢 | ] ⊲remove subproblem at index 𝑖
InsertSortedLex(V𝑣 , 𝑏1) ⊲insert 𝑏1 lexicographically
InsertSortedLex(V𝑣 , 𝑏2) ⊲insert 𝑏2 lexicographically
yield V𝑣 by 𝑗 (𝑆1 = 𝑏1, 𝑆2 = 𝑏2 ) ⊲emit how to generate successor

end for
end for

end function

loop,V𝑢 is sliced to constructV𝑣 . This can be done in a single pass overV𝑢 . We can therefore bound

Algorithm 2’s time by O(|𝑅 |3 · |𝐽 |). Judging by the asymptotic runtime, our algorithm appears to

be very inefficient. However, our experiments in Section 7 reveal that expansion makes up for only

a small fraction of overall search time.

Top-Down Search. Analogously to bottom-up search, in top-down search, there exists an edge

(𝑢, 𝑣,𝑤) ∈ 𝐸 if there is a join 𝑗 ∈ 𝐽 s.t. 𝑗∗ (𝑣) = 𝑢. Again, by expanding the definition of hoisted

joins from Section 2.2, we get

𝑗∗ (𝑣) = 𝑢 ⇔ ∃ 𝑆1 ≠ 𝑆2 ∈ 𝑣 . 𝑢 = 𝑣 \ {𝑆1, 𝑆2} ∪
{
𝑗 (𝑆1, 𝑆2)

}
⇔ ∃ 𝑆1 ≠ 𝑆2 ∈ 𝑣 ∃ 𝑆 ∈ 𝑢. 𝑗 (𝑆1, 𝑆2) = 𝑆

This means, there exists an edge (𝑢, 𝑣,𝑤) ∈ 𝐸 if there is a subproblem 𝑆 in 𝑢 that can be partitioned

into subproblems 𝑆1, 𝑆2 in 𝑣 such that there is a join 𝑗 ∈ 𝐽 with 𝑗 (𝑆1, 𝑆2) = 𝑆 . Enumerating these

partitions is exactly the problem of top-down join ordering [6, 11, 12, 36]. We select an existing

partitioning algorithm to enumerate all ccps of a subproblem, here PARTITIONMinCutAGaT [12], to

implement top-down vertex expansion in Algorithm 3.

Time Complexity. Fender and Moerkotte [12] analyze the time complexity ofMincutLazy and

find that it is worst for clique queries with O(|𝑅 |2) time. MinCutAGaT, which is based on

MincutLazy, exhibits the same asymptotic runtime behavior. Analyzing our Algorithm 3, we

see that the outer-most loop performs no more than |𝑅 | iterations. Further, slicingV𝑢 to construct

V𝑣 and the two invocations of InsertSortedLex require at most O(|𝑅 |) time. We conclude that Al-

gorithm 3’s time complexity is bounded by O(|𝑅 |4). Note thatMinCutBranch [11] exhibits better

asymptotic runtime behavior thanMinCutAGaT for cycle and clique queries but is significantly

more complex. As our evaluation in Section 7 shows, vertex expansion takes only a small share of

overall search time and we therefore opt for MinCutAGaT in this work.
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Algorithm 4 Add vertex to open list with duplicate handling.

function add(L : open list, 𝑣 : vertex to add, 𝑔𝑣 : cost of 𝑣)
if 𝑣 in L.table then ⊲is 𝑣 a duplicate?

if 𝑔𝑣 < L.table[𝑣 ] .𝑔 then ⊲reached 𝑣 on a cheaper path?
if L.table[𝑣].handle is None then ⊲not in open list?
L.table[𝑣].handle← insert(L.heap, 𝑣, 𝑔𝑣 + ℎ (𝑣))
L.table[𝑣 ] .𝑔← 𝑔𝑣 ⊲remember cost of 𝑣

else
decrease-key(L.heap, L.table[𝑣].handle, 𝑔𝑣 + ℎ (𝑣)) ⊲update cost
L.table[𝑣 ] .𝑔← 𝑔𝑣 ⊲remember updated cost

end if
end if

else
L.table[𝑣].handle← insert(L.heap, 𝑣, 𝑔𝑣 + ℎ (𝑣)) ⊲insert and save handle
L.table[𝑣 ] .𝑔← 𝑔𝑣 ⊲remember cost of 𝑣

end if
end function

Algorithm 5 Extract best vertex from open list.

function extract-best(L : open list)

𝑣, 𝑔𝑣 ← find-min(L.heap) ⊲get best vertex and its cost
delete-min(L.heap) ⊲remove best vertex from heap
L.table[𝑣].handle← None ⊲update handle
return 𝑣, 𝑔𝑣

end function

4.3 Open List and Duplicate Detection
As shown in Algorithm 1, BFS extracts in each iteration of the outer loop the next best vertex from

the open list with extract-best, expands it into its successors, and adds the successors to the open

list with add. To efficiently implement extract-best and add, we require a data structure that

efficiently supports (1) finding the next best vertex, (2) removing the next best vertex, and (3) adding

newly generated successor vertices. There is one more operation that the data structure should

support. To motivate this, let us look again at the example in Figure 2. The goal 5 is generated

twice, first by 3 with 𝑔 = 60 and afterwards by 4 with 𝑔 = 55. When 5 is generated the second

time, it is already present in the open list. One way to support this, is by allowing for duplicates in

the open list. This is safe, since duplicates have the same heuristic value ℎ and hence the duplicate

with smaller 𝑔 is extracted first from the open list. However, if duplicates occur frequently, they

cause the open list to grow unnecessarily large, thereby degrading performance. A better way to

cope with duplicates is to detect them while they are being added to the open list. We therefore

devise a scheme for the detection of duplicates (DeDup): A new vertex is immediately added to the

open list. When a duplicate vertex is being added to the open list, we compare the 𝑔 values of this

duplicate and the vertex already in the open list. A duplicate with equal or greater 𝑔 is discarded,

as it cannot lead to finding shorter paths. A duplicate with smaller 𝑔 means that we have found a

shorter path from 𝑛0 to this vertex. Instead of adding the duplicate to the open list, we reduce 𝑔 of

the vertex already within the open list to 𝑔 of the duplicate that is being added. The data structure

should therefore also support an operation to (4) reduce 𝑔 of an already incorporated vertex.

Data structures fit for this task are heaps. They provide exactly the aforementioned required

operations (1) find-min, (2)delete-min, (3) insert, and (4)decrease-key. There aremany different

implementations of heaps, e.g. binary heap, binomial heap, Fibonacci heap, and pairing heap, to

name a few [4, 6.1 Heaps on p. 151]. Some heaps do not support decrease-key. In that case, the

operation can be emulated by first deleting the vertex of old 𝑔 and then re-inserting the vertex

with new 𝑔. However, we shall use boost::heap::fibonacci_heap, which efficiently supports

the decrease-key operation.
2

2
Note that Boost implements max-heaps.
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Table 2. The impact of DeDup. We run Dijkstra ↑ on queries of 10 relations and count new and duplicate

vertices.

chain cycle star clique

without DeDup #new 497 819 115 1497

#duplicates 182 577 224 726 72 13 710

with DeDup

#new 497 819 115 1497

#duplicates 1140 1408 22 191

DeDup requires that we can search for a particular vertex in the heap – an operation that is

usually not (efficiently) supported. We therefore naïvely use a hash table in addition to the heap. The

hash table serves two purposes: (1) It stores for each seen vertex a handle. If the vertex is currently

in the heap, the handle references the heap entry. Otherwise, the vertex has been extracted from

the heap and the handle is None. (2) The hash table stores for each seen vertex the weight 𝑔 of

the cheapest path by which the vertex was reached. With the handle we are able to perform a

decrease-key operation when a vertex is reached on a cheaper path. It also enables us to identify

whether a vertex is currently in the heap or has already been deleted. Storing 𝑔 inside the hash table

enables us to discard duplicates not reached on a cheaper path, even when the vertex has already

been extracted from the open list. DeDup implicitly requires that the heap can provide handles

to entries. This is usually the case when the heap provides referential stability3 of its elements.

We implement add and extract-best with DeDup in Algorithm 4 and Algorithm 5, respectively.

Note, that in the pseudo-code the open list L contains both the heap and the hash table. Further,

Algorithm 4 defines the best vertex as the one minimizing 𝑔𝑣 + ℎ(𝑣), as is required by 𝐴∗; any other

definition of best is possible.
We demonstrate the necessity of DeDup with a small experiment. We compare two implementa-

tions of the open list: one implementation with DeDup and one implementation that simply allows

for duplicates and performs no duplicate checking at all. We compute optimal plans for queries of

10 relations using bottom-up search with Dijkstra’s algorithm and we count the new and duplicate

vertices generated by vertex expansion. We present our findings in Table 2. Note, that whether

we allow for duplicates in the open list only affects how many duplicates are generated and how

often the same vertex is expanded but it does not affect which unique vertices are expanded or

generated. The explored region of the search space remains the same. Hence, and as we expect, the

amount of newly generated, unique vertices is independent of whether we allow for duplicates.

In stark contrast, the amount of duplicates generated when allowing for duplicate vertices in the

open list is up to two orders of magnitude larger. To understand why allowing for duplicates in the

open list has such a devastating effect on the amount of vertices generated, we have to understand

that every single duplicate extracted from the open list is expanded and hence all its generated

successors become duplicates in the open list, leading to an exponential blow-up of duplicates.

In the following Section 4.4, we discuss how we further prevent some duplicates of ever being

generated.

4.4 Duplicate Prevention
In previous Section 4.3, we proposed DeDup to efficiently eliminate duplicates in the open list.

However, DeDup does not prevent the generation of duplicates during vertex expansion. In the

following, we identify two classes of duplicates: desired and undesired duplicates. We then devise

a scheme to prevent the generation of undesired duplicates during vertex expansion (PreDup). We

consequently extend vertex representation from Section 4.1 and expansion from Section 4.2.

3
Referential stability is also called pointer stability.
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Fig. 3. Example of desired versus undesired duplicates.

𝑢

𝑣

𝑢′ 𝑢′′

𝑣 ′ 𝑣 ′′

𝑗
1 (𝑞, 𝑟 )

𝑗2(𝑠,
𝑡 )

𝑗2(𝑠,
𝑡 )

𝑗
1 (𝑞, 𝑟 )

=
𝑷 ′ 𝑷 ′′

Fig. 4. General pattern of undesired duplicates. Vertex 𝑢 must contain four subproblems 𝑞, 𝑟, 𝑠, 𝑡 , s.t. 𝑞 can be

joined with 𝑟 and 𝑠 can be joined with 𝑡 . The order of the two joins can be permuted, resulting in two paths 𝑃 ′

and 𝑃 ′′ of exact same weight, i.e. weight(𝑃 ′) = weight(𝑃 ′′). Hence, 𝑣 is generated twice with the same cost.

To introduce the notion of desired and undesired duplicates, let us consider the two examples

in Figure 3. Both examples show a fraction of the search space of Figure 1b. In Figure 3a, we see two

paths leading from the start 𝑛0 to a vertex 𝑣 , where relations A, B, and C have been joined. These

two paths, despite leading to the same vertex, correspond to two different partial plans: one plan
joins A and B first, the other joins B and C first. In contrast, in Figure 3b, we see two distinct paths

from 𝑛0 to 𝑣 that correspond to the exact same partial plan: although the two paths order the joins

A1B and C1D differently, this ordering has no semantics in the corresponding partial plan. In

the example of Figure 3a, we do want to generate the duplicate of 𝑣 , as it may reveal a shorter path

to 𝑣 . If the duplicate does not reveal a shorter path, it will be discarded by DeDup (cf. Section 4.3).

In the example of Figure 3b, however, we would be wise not to generate the duplicate of 𝑣 . Its path

corresponds to an already considered partial plan. Therefore, 𝑣 has already been generated with

the exact same cost 𝑔 and hence the duplicate of 𝑣 will definitely be discarded by DeDup.

We devise a scheme to prevent the generation of such undesired duplicates during vertex

expansion, named PreDup. We say that a duplicate vertex is undesired, if the vertex was reached

before on some path 𝑃 ′ and is now reached on a different path 𝑃 ′′ and it can be shown that –

independent of cardinalities – weight(𝑃 ′) = weight(𝑃 ′′). In that case, we say path 𝑃 ′′ is redundant.
We provide a general pattern of undesired duplicates in Figure 4. There is a redundant path between

vertices 𝑢 and 𝑣 , if 𝑢 has four subproblems 𝑞, 𝑟, 𝑠, 𝑡 such that 𝑞 can be joined with 𝑟 and 𝑠 can be

joined with 𝑡 , i.e. ∃ 𝑗1, 𝑗2 ∈ 𝐽 . 𝑗1 (𝑞, 𝑟 ), 𝑗2 (𝑠, 𝑡). In that case, any path from 𝑢 to 𝑣 that includes both

these joins can be transformed into another, valid path from 𝑢 to 𝑣 by exchanging the order of the

two joins. These two paths have the exact same weight, hence 𝑣 is generated twice with exact same

cost 𝑔. The idea of PreDup is to prevent the generation of undesired duplicates by preventing the

search from pursuing redundant paths. More precisely, in Figure 4, the search may either perform
𝑗2 (𝑠, 𝑡) after 𝑗1 (𝑞, 𝑟 ) or 𝑗1 (𝑞, 𝑟 ) after 𝑗2 (𝑠, 𝑡) but not both. To implement this, we exploit the fact that

our vertex representation in Section 4.1 keeps the sequence of bit vectorsV sorted lexicographically.
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Algorithm 6 Extension of Algorithm 2 to prevent redundant paths.

function expandBottomUp(V𝑢 : representation of vertex 𝑢)
for 𝑖 = 1 to |V𝑢 | − 1 do

for 𝑘 = 𝑖 + 1 to |V𝑢 | do
𝑏𝑖 ← V𝑢 [𝑖 ] ⊲representation of subproblem 𝑆1

𝑏𝑘 ← V𝑢 [𝑘 ] ⊲representation of subproblem 𝑆2

if
(
𝑏𝑖 | 𝑏𝑘

)
<
lex
∇(V𝑢 ) then

⊲undesired duplicate?
continue ⊲skip

end if
for each 𝑗 ∈ 𝐽 joining 𝑏𝑖 and 𝑏𝑘 do

𝑙 ← V𝑢 [1 : 𝑖 − 1] ◦ V𝑢 [𝑖 + 1 : 𝑘 − 1]
𝑟 ← V𝑢 [𝑘 + 1 : |V𝑢 | ]
V𝑣 = 𝑙 ◦

(
𝑏𝑖 | 𝑏𝑘

) ∇ ◦ 𝑟 ⊲maintain lexicographical order

yield V𝑣 by 𝑗 (𝑆1 = 𝑏𝑖 , 𝑆2 = 𝑏𝑘 ) ⊲emit how to generate successor
end for

end for
end for

end function

We have 𝑗1 (𝑞, 𝑟 ) = 𝑞 ∪ 𝑟 and 𝑗2 (𝑠, 𝑡) = 𝑠 ∪ 𝑡 , with either 𝑞 ∪ 𝑟 <lex 𝑠 ∪ 𝑡 or 𝑠 ∪ 𝑡 <lex 𝑞 ∪ 𝑟 . We store

inV the subproblem that was the result of the most recent join, indicated with ∇. By storing the

most recently joined subproblem, we can suppress the generation of undesired duplicates during

expand: we skip joins whose join result is lexicographically smaller than the stored subproblem

of the expanded vertex. For example, let 𝑞 <lex 𝑟 <lex 𝑠 <lex 𝑡 . When expanding 𝑢 we get 𝑢′ with
∇(V𝑢′ ) = 𝑞 ∪ 𝑟 and 𝑢′′ with ∇(V𝑢′′ ) = 𝑠 ∪ 𝑡 and

forV𝑢′ : 𝑗2 (𝑠, 𝑡) = 𝑠 ∪ 𝑡 ≮≮≮
lex

𝑞 ∪ 𝑟 = ∇(V𝑢′ ) ✓

forV𝑢′′ : 𝑗1 (𝑞, 𝑟 ) = 𝑞 ∪ 𝑟 <lex 𝑠 ∪ 𝑡 = ∇(V𝑢′′ ) ✗

Because we suppress join results that are lexicographically smaller than the stored subproblem,

during vertex expansion the stored subproblem can only become larger w.r.t. the lexicographical or-

dering. Hence, no matter how 𝑣 ′′ is reached from𝑢′′ in Figure 4, we know that ∇(V𝑣′′ ) ≥lex ∇(V𝑢′′ )
and therefore 𝑗1 (𝑞, 𝑟 ) is suppressed when expanding 𝑣 ′′. We extend our algorithm for bottom-up ver-

tex expansion of Section 4.1 accordingly in Algorithm 6 and highlight the necessary modifications.

In the initial vertex 𝑛0 =
(
𝑅
1

)
, the lexicographically smallest subproblem is marked. An extension

of top-down expansion, as in Algorithm 3, would be analogous: the most recently partitioned

subproblem is stored and subproblems lexicographically smaller than the most recently partitioned

subproblem are not further partitioned. In the initial vertex of top-down search, i.e. 𝑛0 = {𝑅}, the
single subproblem 𝑅 is marked. We need to show that BFS with expand as in Algorithm 6 is still

complete, sound, and optimal.

Completeness. Looking at Figure 4, we see that our scheme only prevents expanding 𝑣 ′′ to 𝑣 , i.e.
the edge 𝑣 ′′ 𝑣 , still leaving an alternative path from 𝑢 to 𝑣 . More generally, all vertices that were

reachable from 𝑛0 before our modification are still reachable from 𝑛0. This particularly holds true

for 𝑛∗.
Soundness. Our scheme neither introduces new edges into the search space nor does it alter the

weights of existing edges. Therefore, any path found from 𝑛0 to 𝑛∗ corresponds to a feasible plan.

Optimality. In Figure 4, the paths 𝑃 ′ and 𝑃 ′′ have the exact same weight. If either of the paths,

say 𝑃 ′′, is eliminated by our scheme, then 𝑣 is still reached by 𝑃 ′ of exact same weight as 𝑃 ′′. If 𝑃 ′′

was an optimal path, so is 𝑃 ′, and hence an optimal path to 𝑣 is found.

To evaluate the gain of PreDup, we rerun the same experiment as in Table 2. This time, we use

DeDup (cf. Section 4.3) and compare bottom-up search with and without PreDup. We present our

findings in Table 3. Let us first look at star topology: We see that the number of generated new
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Table 3. The impact of PreDup on the experiment of Table 2. Both configurations include DeDup (cf. Sec-

tion 4.3).

chain cycle star clique

DeDup only

#new 497 819 115 1497

#duplicates 1140 1408 22 191

DeDup + PreDup

#new 377 626 115 891

#duplicates 299 419 22 109

Table 4. The impact of the definition of edge weights on the number of vertices generated. We run Dijkstra ↑

on queries of 10 relations. Both approaches compute a solution that is optimal w.r.t. Def. 2.

chain cycle star clique

#vertices generated

with Def. 3 1014 2484 344 1864

with Def. 4 676 1045 137 1000

and duplicate vertices does not change. This is expected, as in star topology there are no bushy

plans and therefore there are no redundant paths and no undesired duplicates. Next we look at

chain, cycle, and clique topologies: We see that the number of generated duplicates is significantly

reduced, as we expected. However, and maybe to your surprise, we can also see that the number of

generated new vertices shrunk. To understand why that is the case, let us reconsider Figure 2. With

our scheme for preventing undesired duplicates, we have ∇( 2 ) = {𝐶, 𝐷}. When 2 is expanded, our

scheme prevents the generation of 3 as successor, since {𝐴, 𝐵} <lex {𝐶, 𝐷}. However, successor 4 is

still generated and consequently a shortest path is found, with one unique vertex less generated.

5 HEURISTIC FUNCTIONS FOR JOOP
So far, we presented how to solve join order optimization by heuristic search and the algorithmic

challenges that arose. In this section, we present three heuristics for the search problem and their

respective heuristic properties. However, we must first understand how to derive edge weights

from a DBMS’ cost model and how heuristics depend on the cost model.

5.1 From DBMS Cost Model to Edge Weights
In Section 2.2 we introduced a cost model 𝐶 and used it to define the weights of the edges of the

search space. The weight of a path is defined as the sum of the weights of its edges. A heuristic

estimates the weight of a shortest path to the nearest goal. Therefore, heuristics depend on the cost

model. It is hard, if not infeasible, to define an informative heuristic independent of the cost model.

In this work, we focus on the well-known and frequently used cost model Cout, that assesses a plan

by the sum of the cardinalities of all intermediate results [3, 11, 12, 24, 25]. It is recursively defined

as

𝐶out (𝑇 ) ≔
{
0 if 𝑇 ∈ 𝑅
|𝑇 | +𝐶out (𝑇1) +𝐶out (𝑇2) if 𝑇 = 𝑇1 1𝑇2

(Def. 2)

In order to weigh the edges of the search space according to Cout, we must recursively decom-

pose Def. 2 to match our definition of cost model 𝐶 from Section 2.2:

𝐶 (𝑆1, 𝑆2, 𝑗) ≔ |𝑆1 1 𝑆2 | (Def. 3)

While this definition of 𝐶 is coherent with Cout, it has one major pitfall that significantly hurts

bottom-up heuristic search: According to Def. 2, the cardinality of the result set of the query is

always included in the total cost. When comparing entire plans by their cost, the cardinality of

the result set always cancels out. This is, however, not the case when comparing two entries of
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the open list in bottom-up heuristic search: Every entry for the goal already includes in its 𝑔 the

cardinality of the result set while entries for non-goal vertices do not include this cardinality in

their 𝑔 yet, despite the fact that this cardinality occurs as edge weight on any path to goal. When

the heuristic frequently underestimates, this leads to goals added to the open list being artificially

pushed towards the end, delaying their expansion and ultimately delaying finding a plan. We

therefore devise a variant of 𝐶 that simply excludes the cardinality of the result set:

𝐶 (𝑆1, 𝑆2, 𝑗) ≔
{
0 if 𝑗 (𝑆1, 𝑆2) = 𝑅

|𝑆1 1 𝑆2 | otherwise

(Def. 4)

Plans optimal w.r.t. Def. 4 are also optimal w.r.t. Cout of Def. 2. We evaluate the impact of the two

definitions of 𝐶 on bottom-up heuristic search by comparing the number of vertices generated

in Table 4. Our experiment demonstrates that with Def. 4 bottom-up heuristic search converges

faster towards a goal. Note that this pitfall does not exist in top-down heuristic search, as the

cardinality of the result set is immediately incorporated in all vertices when the initial vertex is

expanded.

5.2 Four Simple Heuristics
The following heuristics are designed particularly for Cout of Def. 2, with edge weights computed

according to Def. 4. In addition to the cost model, heuristics depend on the direction of the search,

i.e. bottom-up vs. top-down, because heuristics estimate the distance to goal and the goal depends

on the search’s direction.

The zero heuristic. The simplest heuristic is the one assigning the same constant value to any

vertex. This heuristic provides no additional information to the search. We define the particular

constant heuristic with constant zero ℎzero (𝑣) = 0. Observe, that ℎzero is goal-aware, consistent, and

admissible. When used as heuristic for 𝐴∗, the search degrades into Dijkstra’s algorithm. Naturally,

ℎzero can be used for both bottom-up and top-down search.

The sum heuristic. This heuristic provides a lower bound for the remaining cost to reach the goal

in top-down search. All subproblems that are not base relations are yet to be partitioned. Looking

at Def. 4, each subproblem that is not a base relation will add its cardinality to the overall cost Cout.

We can therefore calculate a lower bound for the remaining cost by summing up the cardinalities

of all subproblems that are no base relations:

ℎsum (𝑣) ≔
∑︁

𝑆 ∈ 𝑣\𝑅
|𝑆 |

Since ℎsum is a lower bound of the remaining cost, it never overestimates and therefore it is

admissible and can be used to compute an optimal plan. Note that ℎsum only accounts for the current
subproblems, i.e. the subproblems in 𝑣 . It does not consider any subproblems formed by partitioning

subproblems in 𝑣 . Therefore, ℎsum often underestimates the remaining cost dramatically and the

error grows with the distance (in #edges) of 𝑣 to the goal.

The GOO heuristic(s).We devise a heuristic ℎGOO↑ for bottom-up search by greedily computing

a reasonable path from the current vertex to goal using greedy operator ordering (GOO) [9]. GOO

iteratively selects and joins two subproblems until only a single subproblem remains. The two

subproblems to join 𝑆1, 𝑆2 are chosen to minimize |𝑆1 1 𝑆2 |. As ℎGOO↑ estimates the remaining

distance to goal by computing an actual path, the heuristic never underestimates. However, because

the subproblems to join 𝑆1, 𝑆2 are chosen greedily, the heuristic often overestimates. Hence, BFS

with ℎGOO↑ does not guarantee finding an optimal plan. We also devise a variant of this heuristic for

top-down search, named ℎGOO↓. This variant partitions each subproblem 𝑆 = 𝑆1 1 𝑆2 s.t. |𝑆1 | + |𝑆2 |
is minimized.
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Fig. 5. Information value of different heuristics.

5.3 Informative Value of Heuristic Functions
We compare the four heuristicsℎzero,ℎsum,ℎGOO↓, andℎGOO↑ by how informative they are to heuristic

search. We assess the heuristics by their effective branching factor 𝑏∗ (cf. Section 3.2). Note, that 𝐴∗

with ℎzero is exactly Dijkstra’s algorithm. We calculate 𝑏∗ – the average branching factor per vertex
expansion – from the depth 𝑑 of the goal and the number 𝑁 of generated vertices by solving the

following equation [29].

𝑁 = 𝑏∗ + (𝑏∗)2 + · · · + (𝑏∗)𝑑 (Def. 5)

We experimentally determine 𝑏∗ for the four heuristics on the four topologies chain, cycle, star,

and clique. We consider both bottom-up and top-down search with 𝐴∗. We vary the number of

relations from 5 to 15, count the generated vertices, and from that derive the actual branching

factor 𝑏∗ according to Def. 5. We repeat each experiment five times with different seed (for details

see Section 7). We present our results in Figure 5. We can generally observe that different heuristics

provide different information value to the search and that their information value varies between

the query topologies. In particular, we make five important observations: (1) 𝐴∗↑ + ℎzero is generally
more informative than 𝐴∗↓ + ℎzero. This is due to Def. 4, where in bottom-up search the cost 𝑔 of a

vertex already includes the cardinality of the current subproblems, which is not the case in top-

down search. (2) ℎsum corrects the aforementioned deficiency of ℎzero and significantly reduces 𝑏∗.
(3) For chain and cycle topology, 𝐴∗↓ + ℎsum results in smaller 𝑏∗ than 𝐴∗↑ + ℎzero, while for star and

clique topology, exactly the opposite is the case. This observation suggests that different types of

queries are better solved by bottom-up or top-down search. (4) Both 𝐴∗↑ + ℎGOO↑ and 𝐴
∗
↓ + ℎGOO↓

achieve least 𝑏∗ for cycle, star, and clique topologies. This inadmissible heuristic causes the search

to quickly converge towards a goal, but the solution can be suboptimal. (5) We can observe for

each heuristic how 𝑏∗ evolves with growing number of relations. When 𝑏∗ grows with increasing

number of relations, then the information value of the heuristic shrinks. Contrary, if 𝑏∗ shrinks with
increasing number of relations, the information value of the heuristic grows. For example, ℎGOO↓’s

information value for star topology grows the more relations the query involves. The information

value of ℎsum for clique topology shrinks with increasing number of relations.

6 RELATEDWORK
Classical Join Ordering — Ibaraki and Kameda [16] prove that the problem of join order opti-

mization is generally NP hard, even when allowing for only a single join method (i.e. nested-loops

join). The authors provide a polynomial-time greedy algorithm, that computes an optimal plan if

the query graph is a tree, e.g. a star query. The algorithm requires that the cost function, under

which optimization is performed, satisfies the adjacent sequence interchange (ASI) property. The
ASI property requires that a cost-benefit ratio, named rank, can be computed for each join. The

work was further extended by Krishnamurthy et al. [18] and the algorithm is sometimes referred

to as IK/KBZ. Cluet and Moerkotte [3] show that summarizing the cardinalities of intermediate
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results serves as a good cost model, named Cout, that also satisfies the ASI property. We do not

require ASI for heuristic search.

Selinger et al. [32] were the first to use DP to compute an optimal join order. Their algorithm,

frequently referred to as DPsize, enumerates all (partial) plans in increasing number of relations, until

a final, optimal plan is found. Cartesian products are performed as late as possible, i.e. never when

the query graph is connected. Ono and Lohman [27] derive analytically for different topologies the

number of distinct plans, excluding Cartesian products. For both star and clique topology, the num-

ber of plans is exponential in the number of relations. Vance and Maier [36] and Vance [35] improve

upon DPsize by devising a more efficient enumeration scheme following Gray code order [13]. This

algorithm is frequently referred to as DPsub. Moerkotte and Neumann [22] further improve plan

enumeration via DP. Their algorithm DPCCP enumerates all connected pairs of connected subgraphs

without duplicates by traversing the query graph in a particular order. Chaudhuri et al. [2] invent

top-down plan enumeration by decomposing a set of relations into two smaller sets and recursively

computing optimal plans for these sets. In their work, the authors only consider linear plans.

DeHaan and Tompa [6] generalize top-down plan enumeration to bushy plans and exclude Carte-

sian products. Their algorithm builds upon efficiently finding minimal graph cuts by computing the

biconnected components of the query graph, that are organized in the biconnection tree. The authors
show that top-down planning integrates well with cost-based branch-and-bound pruning, however

the benefit is limited when Cartesian products are excluded. Fender and Moerkotte [11, 12] further

improve top-down plan enumeration with two algorithms: (1) TDMinCutAGaT extends the work

of DeHaan and Tompa [6] by replacing the biconnection tree with an advanced generate and test
routine. (2) TDMinCutBranch avoids connectedness checks by ensuring that only ccps are generated,

thereby improving the complexity of finding a cut.

While the aforementioned algorithms enumerate all ccps, heuristic search is often able to find

a provably optimal plan without enumerating all ccps. On the contrary, when the heuristic is

uninformative, duplicates occur frequently. Branch-and-bound pruning is implicitly performed by

the open list when ordering by 𝑔 or 𝑔 + ℎ and ℎ is goal-aware. In contrast to prior work, heuristic

search pursues those joins first that it deems to lead to cheaper plans.

Greedy Join Ordering — Fegaras [9] presents greedy operator ordering (GOO), a greedy algorithm

that repeatedly joins in each iteration the two subproblems leading to the smallest result size, until

all relations are joined. GOO is a BFS with the heuristic defined as the result size of the most recent

join and greedy BFS as search.

Neumann [24] proposes query simplification to reduce the complexity of plan enumeration

until it becomes tractable with DP. Simplification introduces ordering constraints, reducing the

considered plans but sacrificing optimality. Neumann and Radke [25] propose linearization of the

query graph. Their algorithm, named LinearizedDP, precedes DPCCP with a linearization phase

based on IK/KBZ. Linearization, similarly to query simplification, reduces the amount of plans

considered by DP, rendering DP suboptimal.

Heuristic Search — To the best of our knowledge, Sellis [33] work on MQO is the first to apply

heuristic search in the context of query optimization. In this particular work, multiple plans are

generated for each query and a heuristic search algorithm then selects for each query exactly one

plan, considering common intermediate results and minimizing the overall cost of executing all

queries. Note, that this is a different optimization problem than join order optimization, where a

single plan for a single query is computed.

Marcus et al. [21] train an ML model to predict the cost of the best plan constructible from a

given partial plan. They use this model as heuristic for BFS. An argument is missing as to why the

problem can be solved by search and whether the learned model has good heuristic properties. A
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Algorithm 7 Generation of cardinalities.

function cardinality-gen(𝐺Q : query graph of query Q, 𝑐min : minimum cardinality, 𝑐max : maximum cardinality)

𝐶 ← new HashMap() ⊲cardinalities of subproblems
for each 𝑟 in𝐺Q .𝑅 do ⊲initialize cardinalities of base relations

𝐶 [𝑟 ] ← rand(𝑐min, 𝑐max) ⊲random cardinality in range 𝑐min to 𝑐max
end for
𝐶′ ← new HashMap() ⊲maximum possible cardinality per subproblem
for each csg (𝑆1, 𝑆2 ) of𝐺Q do ⊲enumerated in DPCCP [22] order

𝑐1 ← cardinality(𝑆1,𝐶,𝐶′, 𝑐min, 𝑐max ) ⊲get cardinality of 𝑆1
𝑐2 ← cardinality(𝑆2,𝐶,𝐶′, 𝑐min, 𝑐max ) ⊲get cardinality of 𝑆2
if 𝑆1 ∪ 𝑆2 not in𝐶′ then

𝐶′ [𝑆1 ∪ 𝑆2 ] ← 𝑐1 · 𝑐2 ⊲set max. cardinality of 𝑆1 ∪ 𝑆2
else

𝐶′ [𝑆1 ∪ 𝑆2 ] ← min(𝐶′ [𝑆1 ∪ 𝑆2 ], 𝑐1 · 𝑐2 ) ⊲update max. cardinality
end if

end for
𝐶 [𝐺Q .𝑅 ] ← cardinality(𝐺Q .𝑅) ⊲cardinality of result
return𝐶

end function

function cardinality(𝑆 ,𝐶 ,𝐶′ , 𝑐min , 𝑐max)
if 𝑆 not in𝐶 then ⊲no fixed cardinality for 𝑆 yet?

𝑐′ ← min(𝐶′ [𝑆 ], 𝑐max
2 ) ⊲max. cardinality of 𝑆 , bounded by 𝑐max

2

𝐶 [𝑆 ] ← 𝑐min + (𝑐′ − 𝑐min ) · rand(0, 1) ⊲random cardinality of 𝑆
end if
return𝐶 [𝑆 ]

end function

general analysis of the search problem is lacking. Since the learned model may overestimate plan

costs, the heuristic is inadmissible and hence search is suboptimal.

7 EVALUATION
7.1 Setup
System — We implement our heuristic search and related state-of-the-art join ordering algorithms

in mutable [14], a main-memory database system currently developed at our group. Queries are

provided to mutable as SQL statements, for which mutable computes a query plan with one of the

join ordering algorithms. We use cost model Cout in all experiments. mutable provides an interface

to read cardinalities from a file. We use this feature to provide exact cardinalities to the process of

join order optimization. We further exploit this feature to simulate queries with varying selection

and join selectivities without the need to generate actual data.

Data — We evaluate all algorithms on the four query topologies chain, cycle, star, and clique,

as they are a de-facto standard for evaluating join order optimization [6, 10, 12, 22, 24, 34]. In

addition, with this work we introduce a new benchmark which includes the former four topologies

as special cases (Section 7.3). We vary number of relations and to simulate varying selection and join

selectivities, we randomly generate 10 cardinality files per query. A file assigns to each subproblem

a cardinality, where the cardinality assigned to a base relation represents the cardinality after

selection (i.e. including selection selectivities) and the cardinality assigned to a subproblem of

multiple relations represents the cardinality after selection and join (i.e. including selection and

join selectivities). We randomly generate these cardinalities with our algorithm cardinality-gen,

given in Algorithm 7. Note that our algorithm produces correlated selectivities, i.e. it does not hold

in general that sel(𝐴 1 𝐵 1 𝐶) = sel(𝐴 1 𝐵) · sel(𝐵 1 𝐶).
Hardware —We run our experiments on a desktop computer with an AMD Ryzen Threadripper

1900X CPU at 3.8GHz and 32GiB DDR4 main memory. We disable the CPU’s dynamic frequency

scaling to reduce noise in our measurements.

Visualization — In line charts, the lines connect the arithmetic means and are highlighted by

their 95% confidence interval. In box plots, the boxes show the interquartile range (25% - 75%) with
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Fig. 6. Comparison of heuristic search to state of the art.

a horizontal bar at the median (50%) and whiskers range from min to max – hence there are no

outliers.

7.2 Comparison to State of the Art
We compare our join order optimization via heuristic search to state-of-the-art algorithms. We dis-

tinguish between optimal and potentially suboptimal algorithms. We first compare by optimization

time and then, for the potentially suboptimal algorithms, we compare the computed plans by their

normalized cost.

We compare the optimization times of optimal join ordering algorithms in Figure 6a. We make

4 key observations: (1) For chain and cycle, the fastest heuristic search is 𝐴∗↓ + ℎsum. (2) For star

and clique, the fastest heuristic search is 𝐴∗↑ + ℎzero. (3) 𝐴
∗
↓ + ℎsum always outperforms 𝐴∗↓ + ℎzero,

emphasizing the importance of an informative heuristic. (4) Both DPCCP and TDMinCutAGaT are
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unmatched by our heuristic search on the chain and cycle topologies. On the star and clique

topologies, however, our𝐴∗↑ + ℎzero performs best, at roughly 10𝑥 faster than DPCCP or TDMinCutAGaT.

We compare the optimization times of suboptimal algorithms in Figure 6b. For all four topologies,

we make the same observation: GOO is fastest, heuristic search is slowest, and LinearizedDP

lies in between. On chain and cycle, both heuristic searches are equally fast, whereas on star and

clique, 𝐴∗↑ + ℎGOO↑ is significantly faster than 𝐴∗↓ + ℎGOO↓. In addition to the optimization times, we

evaluate in Figure 6c the cost of the plans computed by suboptimal algorithms, normalized to the

cost of an optimal plan. We can see that 𝐴∗↑ + ℎGOO↑ generally produces the best plans. In particular,

𝐴∗↑ + ℎGOO↑ improves over GOO in almost all cases. Surprisingly, 𝐴∗↓ + ℎGOO↓ produces significantly

worse plans than 𝐴∗↑ + ℎGOO↑ on star and clique topologies. LinearizedDP produces exceptionally

costly plans on the star and clique topologies. This is due to LinearizedDP’s greedy linearization

step, that is based on IK/KBZ, a greedy algorithm to compute optimal linear plans [16, 18, 25]. The
problem with IK/KBZ is that it assumes uncorrelated join selectivities, an artificial constraint that

is not provided by our data generation (cf. Algorithm 7). Therefore, IK/KBZ computes a suboptimal

linearization, which rules out many good plans for LinearizedDP.

A general observation that we can make for heuristic search is that both optimization time and

plan cost are correlated to the effective branching factor 𝑏∗ of Figure 5: a smaller 𝑏∗ leads to less

optimization time and a better plan. This general rule does not apply, however, when comparing two

searches of opposite direction, e.g. on star topology, 𝐴∗↓ + ℎGOO↓ achieves smaller 𝑏∗ than 𝐴∗↑ + ℎzero,

but the latter is always faster. This supports our hypothesis from Section 5.3, that different types of

queries are better solved by bottom-up or top-down search.

7.3 QGraEL: A New Benchmark for JOOP
Motivation. We analyze the four topologies studied in Section 7.2 together with the queries of

the TPC-H and JOB benchmarks. For our analysis we introduce two measures on the query graph:

density and edge skew. Density is simply defined as the graph density 𝐷 (𝐺Q) ≔ 2 | 𝐽 |
|𝑅 | ( |𝑅 |−1) with

𝐺Q ≔ (𝑅, 𝐽 ), and it captures the ratio between actual edges and maximally possible edges in𝐺Q .
We define edge skew as a measure for the distribution of degrees in 𝐺Q , where the degree of a
vertex is simply the number of edges at this vertex. We calculate edge skew as the 𝑝-value of the

𝜒2 test of the actual distribution of degrees in𝐺Q and expecting a uniform distribution of degrees.

For example, a cycle has a uniform distribution of degrees, i.e. every relation has a degree of 2. The

𝜒2 test will then compute 𝑝 = 1 for no edge skew. For star, one relation has high degree while all

other relations have degree 1 and 𝑝 will be close to 0, signaling high edge skew.
With measures density and edge skew, we draw the entire landscape of queries in Figure 7. For

density in Figure 7a, clique is at the upper limit with a density of 1, i.e. every possible join exists

in 𝐺Q , and chain and star are at the lower limit, with exactly 𝑛 − 1 joins for 𝑛 relations; graphs

with fewer joins are disconnected. For edge skew in Figure 7b, clique and cycle have a uniform

distribution of degrees and are at the upper limit of 1. With increasing number of relations, the

edge skew of star increases and 𝑝 converges towards 0.

We additionally draw the queries of TPC-H and JOB into the landscape in Figure 7. We observe

that all those queries have close to minimal density and high edge skew, leaving large uncharted

spaces in both dimensions.

A New Benchmark.With this work we propose the new benchmark Query Graph Exploration

Landscape (QGraEL). It systematically explores query graphs in three dimensions: number of

relations, density, and edge skew. We evaluate every query in QGraEL with both DPCCP and

𝐴∗↑ + ℎzero and compare their optimization times. This enables us to evaluate for which graph

properties which algorithm performs better.
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Fig. 9. Detailed running time analysis of heuristic search.

Results. Figure 8 shows our results, depicted along the three dimensions number of relations,

density, and edge skew. We explore the landscape as much as possible, i.e. until either algorithm

reaches a fixed timeout. The color encodes the improvement or deterioration of heuristic search

over DPCCP. We observe that large spaces of the landscape that have been unexplored so far are

clearly dominated by heuristic search, with exceptional speed-ups of up to 1000x.

7.4 Detailed Evaluation of Heuristic Search
We perform an in-depth evaluation of heuristic search to understand how much the different

operations contribute to the overall optimization time. We measure how much time is spent in

each function via statistical profiling with the Linux perf tool. We profile two runs: 𝐴∗↓ + ℎsum on a

chain query of 40 relations (chain-40) and 𝐴∗↑ + ℎzero on a star query of 22 relations (star-22). We

visualize the collected profiling data as a flame graph, that is a stacked horizontal bar chart, where

one bar corresponds to one function and the width of the bar corresponds to the time spent within

this function. When one function is called from another function, their bars are vertically stacked

from bottom to top and in the order of the call stack. Figure 9 presents our findings. For search with

𝐴∗↑ + ℎzero, the heuristic is optimized out during compilation and hence does not appear in the flame

graph. We can see that search spends a large share of its optimization time in Expand(), however
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Fig. 10. Pareto frontier of optimization time vs. plan cost.

only a fraction of time is spent inside the function itself. This observation supports our claim in

Section 4.2, that vertex expansion makes up for only a small fraction of overall search time. On

chain-40, most time is spent on evaluating the heuristic and on extracting the top element from

the heap. On star-22, more than half of the time is spent on cardinality estimation. Note, that

the optimization times are relative: on star-22 search does not spend more time on cardinality

estimation than on chain-40 but instead search on star-22 spends less time on managing the open

list. This is due to search on star-22 being more goal-oriented than search on chain-40, hence
generating less duplicate vertices. The generation of duplicates on chain-40 leads to frequent

recalculation of heuristic values without progressing further towards the goal.

8 CONCLUSION
With this work, we provide a sound and generic framework for join order optimization via heuristic

search. Our optimizations make heuristic search practical for application in a real DBMS, as our

evaluation confirms. Figure 10 shows that we are able to extend the Pareto frontier of optimization

time vs. plan cost. Our optimal solution 𝐴∗↑ + ℎzero outperforms state of the art by up to 2 orders of

magnitude on star and clique topologies. Our suboptimal solution 𝐴∗↑ + ℎGOO↑ provides a middle

ground between GOO, which is fast but shows high variance in plan quality, and our optimal

solution.

While this paper aims to be self-contained, there are many aspects or variations to our approach

that did not fit into a single paper. We would like to give a glimpse of what future research may

focus on: • designing more informative heuristics, potentially tuned for different query topologies,

• applying different search strategies, e.g. beam search, iterative deepening𝐴∗, fringe search, • anytime
search, where search proceeds until a resource is exhausted or search is stopped and then retrieving

the best plan found so far, or • bidirectional heuristic search, where search is simultaneously

performed bottom-up and top-down and when both searches meet, a plan is found. We believe that

our work serves as a foundation for and enables future research in the direction of computing join

orders with heuristic search.

We would like to thank Karl Bringmann (MPII) for clarifying Section 2.4 & Section 3.2 and

proofreading Theorem 1, Daniel Gnad (Linköping University) for supporting this work with his

expertise in AI planning, and Felix Brinkmann for conducting an initial investigation on the

applicability of AI planning to JOOP as part of his Bachelor’s thesis.
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